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##loading all the packages:

library(caret)

## Loading required package: ggplot2

## Loading required package: lattice

library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(ggplot2)  
library(lattice)  
library(knitr)  
library(rmarkdown)  
library(e1071)

##loading the UniversalBank.csv file and calling csv and factor variables

getwd()

## [1] "C:/Users/tejar/OneDrive/Desktop/ML Assignments"

setwd("C:/Users/tejar/OneDrive/Documents")  
BankInfo <- read.csv("C:/Users/tejar/Downloads/UniversalBank.csv")  
DF\_Universal\_Bank <- BankInfo %>% select(Age, Experience, Income, Family, CCAvg, Education, Mortgage, Personal.Loan, Securities.Account, CD.Account, Online, CreditCard)  
DF\_Universal\_Bank$CreditCard <- as.factor(DF\_Universal\_Bank$CreditCard)  
DF\_Universal\_Bank$Personal.Loan <- as.factor((DF\_Universal\_Bank$Personal.Loan))  
DF\_Universal\_Bank$Online <- as.factor(DF\_Universal\_Bank$Online)

##Removing ID and ZipCode

####Creating the Partition

selected.var <- c(8,11,12)  
set.seed(23)  
Train\_Index = createDataPartition(DF\_Universal\_Bank$Personal.Loan, p=0.60, list=FALSE)  
Train\_Data = DF\_Universal\_Bank[Train\_Index,selected.var]  
Validation\_Data = DF\_Universal\_Bank[-Train\_Index,selected.var]

##Then it creates the data partition, train data and validation data

##A

attach(Train\_Data)  
ftable(CreditCard,Personal.Loan,Online)

## Online 0 1  
## CreditCard Personal.Loan   
## 0 0 773 1127  
## 1 82 114  
## 1 0 315 497  
## 1 39 53

detach(Train\_Data)

##The pivot table is now created with online as a column and CC and LOAN as rows.

(probability of not using Naive Bayes)

With Online=1 and CC=1, likelihood can calculated with the Loan=1 by , we add 53(Loan=1 from ftable) and 497(Loan=0 from ftable) which gives us 550. So the probability is 53/(53+497) =53/550 = 0.096363 or 9.64%.

Hence the probability is 9.64%

prop.table(ftable(Train\_Data$CreditCard,Train\_Data$Online,Train\_Data$Personal.Loan),margin=1)

## 0 1  
##   
## 0 0 0.90409357 0.09590643  
## 1 0.90813860 0.09186140  
## 1 0 0.88983051 0.11016949  
## 1 0.90363636 0.09636364

##The code above gives a proportion pivot table that can assist in answering question B.This table shows the chances of getting a loan if you have a credit card and you apply online.

##C

attach(Train\_Data)  
ftable(Personal.Loan,Online)

## Online 0 1  
## Personal.Loan   
## 0 1088 1624  
## 1 121 167

ftable(Personal.Loan,CreditCard)

## CreditCard 0 1  
## Personal.Loan   
## 0 1900 812  
## 1 196 92

detach(Train\_Data)

##The two pivot tables necessary for C are returned above. The first is a column with Online as a column and Loans as a row, while the second is a column with Credit Card as a column.

##D

prop.table(ftable(Train\_Data$Personal.Loan,Train\_Data$CreditCard),margin=1)

## 0 1  
##   
## 0 0.7005900 0.2994100  
## 1 0.6805556 0.3194444

prop.table(ftable(Train\_Data$Personal.Loan,Train\_Data$Online),margin=1)

## 0 1  
##   
## 0 0.4011799 0.5988201  
## 1 0.4201389 0.5798611

##The code above displays a proportion pivot table that can assist in answering question D.

Di) 92/288 = 0.3194 or 31.94%

Dii) 167/288 = 0.5798 or 57.986%

Diii) total loans= 1 from table (288) is now divided by total count from table (3000) = 0.096 or 9.6%

DiV) 812/2712 = 0.2994 or 29.94%

1. 1624/2712 = 0.5988 or 59.88%

DVi) total loans=0 from table(2712) which is divided by total count from table (3000) = 0.904 or 90.4%

##E)Naive Bayes calculation (0.3194 \* 0.5798 \* 0.096)/[(0.3194 \* 0.5798 \* 0.096)+(0.2994 \* 0.5988 \* 0.904)] = 0.0988505642823701 or 9.885%

##F) B employs a direct computation based on a count, whereas E employs probability for each of the counts. As a result, whereas E is ideal for broad generality, B is more precise.

##G)

Universal.nb <- naiveBayes(Personal.Loan ~ ., data = Train\_Data)  
Universal.nb

##   
## Naive Bayes Classifier for Discrete Predictors  
##   
## Call:  
## naiveBayes.default(x = X, y = Y, laplace = laplace)  
##   
## A-priori probabilities:  
## Y  
## 0 1   
## 0.904 0.096   
##   
## Conditional probabilities:  
## Online  
## Y 0 1  
## 0 0.4011799 0.5988201  
## 1 0.4201389 0.5798611  
##   
## CreditCard  
## Y 0 1  
## 0 0.7005900 0.2994100  
## 1 0.6805556 0.3194444

##While utilizing the two tables created in step C makes it easy to see how you’re computing P(LOAN=1|CC=1,Online=1) using the Naive Bayes model, you can also use the pivot table built in step B to rapidly compute P(LOAN=1|CC=1,Online=1) without using the Naive Bayes model.

##The Naive Bayes model predicts the same probability as the previous techniques, although it is lower than the probability calculated by hand in step E. This probability is closer to the one calculated in step B. This could be due to the fact that we are doing the calculations by hand in step E, which leaves space for mistake when rounding fractions, resulting in simply an approximation.

## NB confusion matrix for Train\_Data

pred.class <- predict(Universal.nb, newdata = Train\_Data)  
confusionMatrix(pred.class, Train\_Data$Personal.Loan)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 2712 288  
## 1 0 0  
##   
## Accuracy : 0.904   
## 95% CI : (0.8929, 0.9143)  
## No Information Rate : 0.904   
## P-Value [Acc > NIR] : 0.5157   
##   
## Kappa : 0   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 1.000   
## Specificity : 0.000   
## Pos Pred Value : 0.904   
## Neg Pred Value : NaN   
## Prevalence : 0.904   
## Detection Rate : 0.904   
## Detection Prevalence : 1.000   
## Balanced Accuracy : 0.500   
##   
## 'Positive' Class : 0   
##

##This model exhibited a low specificity despite being super sensitive. The model anticipated that all values would be zero, but the reference had all true values. Despite missing all 1 data, the model still returns a 90.4 percent accuracy due to the enormous number of 0 values.

##Validation set

pred.prob <- predict(Universal.nb, newdata=Validation\_Data, type="raw")  
pred.class <- predict(Universal.nb, newdata = Validation\_Data)  
confusionMatrix(pred.class, Validation\_Data$Personal.Loan)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1808 192  
## 1 0 0  
##   
## Accuracy : 0.904   
## 95% CI : (0.8902, 0.9166)  
## No Information Rate : 0.904   
## P-Value [Acc > NIR] : 0.5192   
##   
## Kappa : 0   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 1.000   
## Specificity : 0.000   
## Pos Pred Value : 0.904   
## Neg Pred Value : NaN   
## Prevalence : 0.904   
## Detection Rate : 0.904   
## Detection Prevalence : 1.000   
## Balanced Accuracy : 0.500   
##   
## 'Positive' Class : 0   
##

##Let’s look at the model graphically and see what the best threshold is for it.

##ROC

library(pROC)

## Type 'citation("pROC")' for a citation.

##   
## Attaching package: 'pROC'

## The following objects are masked from 'package:stats':  
##   
## cov, smooth, var

roc(Validation\_Data$Personal.Loan,pred.prob[,1])

## Setting levels: control = 0, case = 1

## Setting direction: controls < cases

##   
## Call:  
## roc.default(response = Validation\_Data$Personal.Loan, predictor = pred.prob[, 1])  
##   
## Data: pred.prob[, 1] in 1808 controls (Validation\_Data$Personal.Loan 0) < 192 cases (Validation\_Data$Personal.Loan 1).  
## Area under the curve: 0.5302

plot.roc(Validation\_Data$Personal.Loan,pred.prob[,1],print.thres="best")

## Setting levels: control = 0, case = 1  
## Setting direction: controls < cases

![](data:image/png;base64,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)

##This shows that setting a threshold of 0.906 could improve the model by lowering sensitivity to 0.495 and increasing specificity to 0.576.